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Abstract(Semantic Integration has long been a topic of interest in artificial intelligence, now that the internet is not only public, but holds exponential possibilities for people of all academic studies, semantic integration brings a priority and a challenge to the table.  Now that most companies have in place some form of electronic business recording, and internet access, the next logical step is to somehow combine the wealth of information available in a timely and relevant manner.  This combination can serve several professional communities, law enforcement, medical researchers, even the tourist looking for the best flight stands to benefit from the concepts behind semantic integration.  This paper gives an introduction to semantic integration in the format of past, present, and future with relation to database uses, attempting to provide an overview of ontology alignment, current methods and progress. 
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1.  INTRODUCTION
As the progress of electronic recording, storing, and retrieval of data becomes technologically advanced, so do the purposes of which it can be used for.  The more data and information we can store, the more uses we have for such data.  As the size of the data grows, and data becomes distributed throughout a building, or even throughout the world, the techniques for mining the data become more advanced and technical also.  It’s not just the size of the data which is growing, it’s the complexity of the data, and methods used to retrieve it.  We used to teach Fido the pet dog to fetch the morning paper.  Now we want Fido to go to the newsstand, and fetch every morning paper which has Bob’s picture on the front page, or the title “News about Bob”.   If Fido’s family travels a great deal, Fido may need to be able to identify chosen titles in many languages, and photos of Bob perhaps in different formats, dressed in a uniform, or a childhood picture, or a current senior photo.  All of this information represents what Fido was sent to fetch.   Lucky for Fido the family pet who’s busy chasing squirrels, corporations and individuals seeking this sort of semantic information, have the option of using computers to retrieve desired information.    
There is a wealth of information stored, but that information is stretched across the globe, and although it sometimes contains similar data, the format or interface in which it is entered or retrieved  is different.  Semantic integration or ontology alignment has been described as the next quantum leap in information processing.  A short explanation of a  few key concepts and buzz words, such as semantic integration, ontology, and metadata is a logical place to begin this overview.  First, the concept of metadata, as defined by Webopedia:  Data about data. Metadata describes how and when and by whom a particular set of data was collected, and how the data is formatted. Metadata is essential for understanding information stored in data warehouses and has become increasingly important in XML-based Web applications[3].  What metadata looks like, and how it can be used will be covered in the 3.1, methods section.  Continuing on, if we dynamically integrate disparate information based on semantics we have semantic integration. Semantic integration eliminates the need for all systems to share a common schema in order to exchange information. In a highly distributed world, it is common practice for various organizations to develop and implement systems each using a different schema to describe their information.  A schema is the set of objects (tables, views, indexes, etc) belonging to an account.  An XML schema is an XML (eXtensible Markup Language) based alternative to DTD, or Document Type Definition.  The purpose of DTD is to define the document structure, with the list of legal elements for an XML document.  XML is a markup language used to implement some schemas and documents.  W3 Schools [5] offers online tutorials versed in DTD, XML schema, and the World Wide Web Consortium (W3C) offers a tutorial on RDF [8].   Finally, ontology alignment is the idea of semantic integration, or taking these entities, metadata, and being able to view all using one system.   To see that although one system calls it’s main entity a person, another defines the entity as  human, client or defendant, they are all the same concepts and should be treated the same way by automated computer processing such as the internet.  This  is the result of the task of semantic integration.
Despite the challenges involved, several attempts at schema matching, semantic integration and ontology alignment have emerged over the last several years.  There are a variety of initiatives, conferences, special interest groups (SIGS) and corporations dedicating resources to this venture. Amo ng some of the groups is the Ontology Alignment Evaluation Initiative[7] intending to create a standard for reviewing schema matching/ontology methods, W3C Semantic Web Initiative[8] attempts to define a common framework for integration over the web, Open Applications Group: Semantic Integration Workgroup [9], who’s purpose is to identify emerging technologies for integration in business applications.  In addition, several corporations are offering broad and  specific application solutions to semantic integration, such as Altova [10], Contivo [11],  Schemalogic [12], Unicorn [13], Top Quadrant [14], and IBM [15] (has demo software).
The remainder of the paper is organized as follows:  Section 1 reviews current projects,  Section 2 describes the uses of semantic integration.  Section 3 details select methods currently being used,  Section 4 offers a conclusion and review on future progress and goals in the area of ontology alignment.
2.  Uses Of semantic integration
A survey of current ACM and IEEE papers found that Semantic Integration is being used to assist or solve a few of the following challenges:
· Word Completion 
· Semantic Web/Web Services 
· Legal
· Medical and digital video
1.1 Word Completion/prediction:

Word Completion uses the n-gram model and a word corpus  to assist person with disabilities.  The basis behind this craft, is keeping  a large corpus of nouns to choose from, relative to the prefix being typed.   The words neighboring the word being typed help to choose between uncover and uncle.  Previous words are used to predict future words such as hospital and patient.   The goal of word prediction is to use the semantics of the proceeding word to predict the relevance of the candidates for the completed word, currently being typed.  The integrated word completion model is outlined in [1].

 1. The user has entered a prefix string at the current position, say ‘sc’ for the word school.

2. The n-gram model creates a list of prediction candidates for the prefix string.

3. For each candidate w from step 2, compute logPngram(w) + log(1+ x SA(w,CN)).
 4. Sort the results by score and output the top T candidates to the user.

5. The user decides whether or not the intended word is in the prediction list.
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Seed words are mathematically calculated, using school for an example, mathematics, parent and teacher are chosen.   The number of seed words which are extracted from the corpus are programmed into the software.  If a low amount of seed words are chosen, the user may not see the option for word completing that they are looking for.  This model proposes a method to improve keystrokes needed for word prediction by using the classic n-gram model, but integrating and measuring semantic association.  Over 14% improvement is measured using this method, but tested only where nouns are related.
1.2 Semantic Web/Web Services

Web services can be thought of as those which serve automated applications, and those which serve humans.   XML, WSDL (Web Services Description Language), SOAP (Simple Object Access Protocol), and UDDI(Universal Description, Discovery, and Integration) are named as the underlying technologies.   In [2], these technologies are described in detail, along with their relation to the semantic web.  The process to create and configure a .Net weather web service, and a securities interface is described.  In general, there are 6 steps outlined:
a.  Compile a java interface

b.  Create a WSDL file from the interface in (a).

c.  Build server side/client side bindings.

d.  Compile.

e. Deploy the web service.

f. Test the methods using localhost.

Once this is done, a client can be built using VisualStudio.Net which will interface with the web service previously created.  This demonstrates the agility of the cross platform, and cross language ability using semantic integration.  Using this method, the .NET client accesses the java server without concern of SOAP serialization/deserialization.  The goal is to be able to combine web services on the fly, with minimal human interaction; to combine the results of one webservice and relate it to the input of another.  Framework and initiatives are still evolving.   Amazon, for instance, is one well-known company which has opened it’s business model using web services.  Along with new technology comes new related concerns such as security, performance, reliability, and transaction semantics. Distributed computing technology is expected to offer a new set of abstract challenges to the next generation of computer science students. BPEL (business process execution language) and WSMF (Web service modeling framework) are two sources which may help standardize future growth[2]. 
1.3 Legal:

The benefits of global integration of legal data can be quickly envisioned from both a personal and a corporate perspective.  Instances can be imagined where an individual may need to know and understand the law provided in another state or country, and certainly this sort of access to information can affect day-to-day business legal decisions.  
In EULEGIS[4], a project which lasted 2 years and ended in May of 2000, XML DTD was used to describe the structure of the relational metadata database.  XML was also used for data exchange, and data collection.  EULEGIS metadata is data about the legal systems where documents are created, together with data about databases where the documents are available.  An example of a European legal system is:
· the European Union,

· a single member state (e.g. Finland, Sweden, United Kingdom or France),

· a single region (e.g. the German state of Bavaria), or

· a single municipality.

As with any semantic integration project, it is important to understand the domain of the environment under construction.  In the legal example, the region role of each system can be different.  Some systems encompass several power centers with their own legal systems, and others leave the power to provinces or municipalities.  Aside from these differences, four database metadata modules were built from similarities, this includes:  Database, Process, Actors, and documents.  The model relationship and the way they were linked together for this project can be seen in figure (2) below:
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The specific aspects of metadata and it’s collection is covered in the (3.1) methods section.  Once this metadata regarding these four relationships have been collected, a graphical user interface (GUI) is then constructed which will allow the viewing the creating Actors to be viewed.  This prototype used the example of creating of legal sources in Finland.  Some of these actors included Law Experts, Supreme Court, European Union, and Members of Parliament.  Their roles were defined as enacting, commenting, applying laws, etc.   Significant source and activity views were also created, along with the process views for the national Finnish legal system.  These graphical interfaces served as not only a way to describe the overall workings of the system, but also served as an aide for looking up documents.   Also the metadata was used to construct a unified appearance for the results obtained from a search.  
The overall conclusion of the EULEGIS legal prototype experiment was positive.  Due to the fact that the information became available to experts and layman alike, from databases which operate in a host of different languages.  XML was cited as an important part of the integration and visualization of the legal system.  [4] provides a good starting point, with visuals,  for anyone interested in the task of semantic integration, and the initial process of mapping a domain. 
1.4 Medical and digital video
Digital video has been combined in this section for it’s contribution to electronic educational systems, in the field such as surgical procedures.  However, it is very intuitive to see the application digital video content recognition has in many other environments such as government, law enforcement, or even the arts.  

The ability to index semantic-senstive video content is still considered primitive.  In [16] a method is proposed to represent and characterize semantic-sensitive surgical content using principal video shots and domain dependant multimodal salient objects.  A Bayesian framework is reviewed for classification of semantic video related to surgical education.  An adaptive Expectation-Maximization (EM) algorithm is also employed to integrate parameter estimation and model selection.  
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The figure above gives one example of semantic video classification results.   This project surveyed two databases, skin consisting of 1265 facial images, and a surgical video database with more than 7000 principal video shots obtained from 25 hours of MPEG surgery education videos.  1500 principal video shots were selected for training and labeled by a medical consultant.  A Bayesian classifier was used for learning the training samples, other classifiers were compared Support Vector Machine (SVM) and C4.5, but found to be inadequate for this purpose.   Research in this area continues with an attempt to automate certain feature subset selections, included globalized unlabeled data, and is supported by the National Science Foundation.
3.  Methods and approaches [17] - overview
One way or another, semantic integration is here to stay.  At this point, we have reviewed some of the recent ways semantic integration is being applied to daily tasks related to databases and information retrieval.  In this section, the methods which powered some of those applications are discussed in more detail, the art of collecting and using metadata, clustering, corpus based schema matching, and more.  
3.1 Metadata 
Metadata is an important aspect of semantic integration.  To obtain a better knowledge of the actual application, a case study in which XML metadata for heterogeneous legal systems[4] is reviewed.  For the model shown in section 1.3, four categories of metadata were collected:  

1. Data about legal databases
2. Data about legal actors (shown in the figure and discussed below)

3. Data about document types

4. Data about legal processes
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Figure 4: DTD for describing legal actors
Figure (x) outlines the DTD for describing the Actors outlined in section 1.3.  The ‘actors’ element consists of actor groups called ‘actorgrp’s in the DTD. An actor group again consists of actor groups or actors. Each actor group and actor must have a ‘name’ and a unique identifier defined as an ‘id’ attribute. The name can be given in multiple languages. By the element ‘role’ tasks of an actor group or actor can be described shortly. Like the names, also the roles can be expressed in multiple languages. For expressing additional information concerning actor groups, actors and their roles in the legal system, the DTD includes an optional element ‘description’ The content of the 'description' element can either be a mixture of paragraphs and titles or a link to an external file. The ‘targetdb’ element defines a link to a database containing documents created by the actor group in question. All links in the EULEGIS DTDs are defined using the XML Linking Language (XLink) language.
3.2 Clustering Aggregation
One method used to merge interfaces on the deep web such as an airfare query interface, proposes clustering aggregation. 
The integration problem as defined by [20] is as follows:  given a set of interface schemas S with a set of distinct attributes A, find a unified schema G such that (1)G’s leaf elements are attributes in A; (2) the number of structural constraints from the schemas in S, which are satisfied by G, is maximized; and (3) the number of precedence constraints from the schemas in S, which are satisfied by G, is maximized.

 In clustering aggregation, schema one Su and schema two Sv contain similar but not identical information.  These two schemas are merged to form one representative schema.  For instance, if Su refers to passengers as Adults, Seniors and Sv addresses Adults and Children, the resulting merged schema will be formed: 
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A data set which containing a total of 100 interface schemas extracted from the query interfaces to Web databases in five domains: airfare, auto, book, job, and real estate, with 20 schemas for each domain was used for these experiments.  The data was empirically evaluated, and results are given in the data tables found in [20].  Although the results stated certain algorithms to be more precise than others, no concrete conclusions were drawn.
3.3 Corpus Based Schema Matching
The corpus method uses base learners (name, text, context, and data instance learners) to compile a large sample of schemas for use in achieving ontology alignment.  
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    By combining these schemas in an intelligent manner, table 1 can be related to table 3, and table 2 can be related to table 4.  Subsequently, the relationship between table 1 and 2 can now be matched, where previously not possible due to the empty tuple. 
Multiple sources of evidence in the schemas are identified for schema matching:

· Schema element names

· Descriptions and documentation

· Data types

· Schema structure

· Data instances

In the initial figure (1) there is insufficient evidence to make a match, as the tuple under book availability is currently empty.  Below, in figure (x) from [19], the corpus is used to augment the knowledge about the empty tuples to produce a schema match.
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 Figure (x) Corpus-based Augmented Schema Alignment
Technical data can be found in [18] on training the learners for schema matching.  The next step after development of a large corpus of schemas and mappings is to attempt to apply corpus schema matching methods to a schema which is unknown.  Relations between elements such as CD’s -> Price, fax -> telephone,  tables and likely columns like title and Books, must be learned, including alternate names, data instances, names of related elements and data types.  Eventually the match can be made.  Clustering was used for statistical calculations.  As with most experiments, some improvement over previous methods was logged.  This project was supported by an NSF grant. 
3.4 Other approaches
Honorable mention is given here to some past standard matching techniques such as XML Schema matching [5], RDF Gateway [5] (can install and run sample), OWL, and traditional statistical rule based matching.  Regardless of what processes are being used, the basis of semantic integration is mappings which may be discovered, through a method such as clustering and learners, or a shared existing ontology may be used such as SUMO and DULCE [17].  The OWL language, recently approved by the W3C provides a standard for ontologies on the Semantic Web.
4.  Conclusion: future progess and goals of ontology alignment
From this review, endless uses can be found for merging schemas and distributed database systems in the fields of law, medical applications, multimedia, deep web interface integration.  Several special interest groups (SIGs), workgroups, initiatives, partaking in the movement to make data uniform, universal, and application independent were outlined in section 1.  A search to IEEE, and ACM documents results in a plethora of resources regarding this issue.  Many corporations are participating in semantic integration and offering solutions in a wide range of prices.   
It was the intention with this information at hand, to consult some of the companies listed in the references, and survey techniques which were actually employed (if disclosed) during software development.  Also a strategic overview of the applications offered currently by software venders would serve as an excellent conclusion of the current progress of semantic integration, however is intended, but not complete at this time.  
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